Synthetic turbulent inflow conditions based on a vortex method for large-eddy simulation
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Abstract: The generation of ‘synthetic turbulence’ for inflow conditions in Large Eddy Simulation is investigated. The method is based on a 2D vortex method for the lateral components of the fluctuating velocity and a 1D Langevin equation for the streamwise velocity component, mimicking a Restress transport model. Channel flow at $Re = 395$ and pipe flow at $Re = 360$ are used to test the ‘synthetic turbulence’ alone in the 2D inlet plane, then LES computations are run with these inlet conditions. Finally, the method is applied to a backward facing step with and without heat transfer.
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1 Introduction

Large Eddy Simulation (L.E.S.) is becoming widely used in some industrial applications (Mahesh et al., 2001; Benhamadouche et al., 2003; Benhamadouche and Laurence, 2003). In many cases as with bluff body separation, free shear layers and periodic obstacles, the problem of inlet conditions is reduced by the presence of a strong turbulence generation process inside the domain. To tackle a wider range of industrial cases via L.E.S., there is a need to develop unsteady inflow conditions with more realistic physical properties.
During the last decade, several attempts to create inlet fluctuations have been made (Balaras et al., 2000; Kondo et al., 1997; Lund, 1998). The most widely used accurate method consists in conducting a preliminary computation of turbulent flow field, using L.E.S., such as boundary layer flows (Koutmos and Mavridis, 1997), then to use the results of this computation as inlet conditions. This precursor simulation method is successful; however it entails a large computational load (both for data storage and CPU time). The other popular approach uses a mean velocity profile and a level of turbulent kinetic energy (or a profile when available). With these two data, random noise perturbations (based for example on a gaussian distribution) are added to the velocity components to obtain the desired statistical quantities (mean velocity and turbulent energy). This approach was adopted by Addad et al. (2002) in a L.E.S. of a forward–backward facing step and Benhamadouche et al. (2003) in an L.E.S. with heat transfer in a T-junction. The results in both cases were satisfactory. The method, however, is known to be less suited for cases where inflow conditions play a major role in the development of boundary layers.

Recently, Sergent (2002) developed a new method to generate fluctuations that, unlike the random noise, contains some spatial correlations. The approach is based on generating random vortices in the inlet flow plane (normal to the streamwise velocity) for the wall-normal components, which gives a spatial correlation, and on the generation of the streamwise component using a Langevin equation, which provides a temporal correlation, as well as with the two cross-stream components.

In the present work, this method has been further developed and adapted to the in-house EDF code *Code_Saturne* (Archambeau et al., 2004). The method is also extended to pipe flows with some minor modifications. After some 2D and 3D tests with channel and pipe flows, the vortex method is used on a backstep flow with and without heat transfer and compared to the more widely used methods: precursor channel flow and a random noise method (Lund, 1998).

2 Numerical methods

2.1 Vortex method

A short description of the vortex method is given in this section; more details can be found in Sergent (2002). \(
\mathbf{U} = (u,v,w) \) is the velocity vector, \( u, v \) and \( w \) are respectively the streamwise, the wall normal and the spanwise components. The method is based on a Lagrangian approach of Navier-Stokes equations. The centres of the vortices are transported and the vorticity is given a certain distribution. In the following, \( \mathbf{V} = (v,w) \), \( \omega \) is the vorticity (the rotational of \( \mathbf{V} \)) and \( \mathbf{x} \) is a 2D position vector. The vorticity generated by the vortex \( i \) at a point \( \mathbf{x} \) is given by

\[
\omega_i (\mathbf{x}) = \Gamma_i \xi_{\sigma_i} (\mathbf{x} - \mathbf{x}_i)
\]

where \( \mathbf{x}_i \) is the centre of the vortex, \( \sigma_i \) its diameter (in the following a characteristic length of the support of the shape function), \( \Gamma_i \) its intensity and \( \xi_{\sigma_i} \) a shape function. Only an improved gaussian form found in Sergent (2002) is tested in this paper.

\[
\xi_{\sigma_i} (\mathbf{x}) = \frac{1}{2\pi \sigma_i} e^{\frac{1}{2} \frac{\left| \mathbf{x} \right|^2}{\sigma_i^2}} \left( 2 e^{\frac{\left| \mathbf{x} \right|^2}{2 \sigma_i^2}} - 1 \right).
\]

If \( n \) is the number of vortices, the vorticity is:

\[
\omega(\mathbf{x}) = \sum_{i=1}^{n} \Gamma_i \xi_{\sigma_i} (\mathbf{x} - \mathbf{x}_i).
\]

Then, the components \( (v,w) \) are obtained by using a Biot and Savart kernel

\[
\mathbf{V}(\mathbf{x}) = -\frac{1}{2\pi} \sum_{i=1}^{n} \Gamma_i \mathbf{K}_{\sigma_i}(\mathbf{x})
\]

with,

\[
\mathbf{K}_{\sigma_i}(\mathbf{x}) = \frac{-1}{2\pi} \int \frac{\mathbf{x} - \mathbf{y}}{\left| \mathbf{x} - \mathbf{y} \right|} \wedge \xi_{\sigma_i}(\mathbf{y}) d\mathbf{y} = (1 - e^{\frac{\left| \mathbf{x} \right|^2}{2 \sigma_i^2}}) e^{\frac{\left| \mathbf{x} \right|^2}{2 \sigma_i^2}} \mathbf{K}_{\sigma_i}^{\perp}(\mathbf{x}).
\]

One needs to specify the parameters that have been previously introduced. The most important parameter is certainly the circulation \( \Gamma_i \), because it is through this parameter that one will be able to control the intensity of the fluctuations. One can find in Sergent (2002), a formula giving \( \Gamma_i \) as a function of the vorticity or the turbulent kinetic energy. As turbulent kinetic energy is more likely to be available (for example from a R.A.N.S. calculation), one focuses on this method. The formula is obtained by calculating the \( \text{rms} \) fluctuations of the velocity (by integrating the velocity formula over the inlet plane, assuming that the plane is finite) and by identifying it with a given profile of turbulent kinetic energy. The circulation is estimated by:

\[
\Gamma_i = \frac{\pi S k(\mathbf{x}_i)}{\sqrt{3n [2 \ln(3) - 3 \ln(2)]}}
\]

where \( S \) is the 2D inlet surface and \( k \) the turbulent kinetic energy.

At the first time step, the vortex positions are given randomly in the 2D plane. The vortices are then given a random rotation sense. A characteristic time (the turbulent time scale \( \tau = k/\varepsilon \)) is defined for each vortex. If the lifetime of the vortex exceeds this characteristic time, then the vortex is destroyed and a new one is generated randomly in the inlet plane. Note that the initial time for each vortex is determined randomly. The diameter \( \sigma_i \) of the vortices has also to be set. One can use a turbulent length scale approach (\( t = k^{1/2}/\varepsilon \)) or a constant value. In the simulations surveyed,
it is taken constant. Other tests will be made in the future by introducing the Taylor scale and some limiters based on the Kolmogorov scale.

Then, the vortices are attributed a random walk in the inflow plane to develop fluctuations in time.

Finally, appropriate vortex method techniques in 2D are used to specify boundary conditions (periodic boundary conditions, solid-wall and symmetry conditions). This consists in introducing ghost vortices so that the velocity at the wall, which is the sum of the velocity because of the real vortices and the ghost vortices, is zero. The way the ghost vortices are generated is explained in Sergent (2002). An improvement for the wall conditions is introduced in the present work, so that the method can cope with all shapes of walls. The method is explained in Figure 1. For each point \( M \) where the velocity has to be computed, one takes its orthogonal projection on the wall (point \( P \) on the Figure). Then for each vortex, a ghost vortex is generated taking its symmetric related to the point \( P \). For periodic boundary conditions, the domain is shared in two parts and ghost vortices are generated with respect to the periodicity. Thus, the velocity field is the same at the corresponding periodic boundaries.

**Figure 1** Generation of ghost vortices, wall conditions (left), periodic conditions (right)

2.2 **Langevin equation for the streamwise component**

To generate the streamwise fluctuations, Langevin equation is used, which is slightly different from the one introduced by Sergent (2002). The simplest Langevin equation for a random variable \( u'_t \) is:

\[
du'_t = -\frac{\nu'}{T} dt + (c_0 \epsilon)^{0.5} dW(t)
\]

where \( W_t \) is a Wiener process and \( T, c_0 \) and \( \epsilon \) are the constants. One estimates \( du'_t / dt \) and identifies the different terms with the help of the Reynolds Stress Equations of the LRR model (Lauder et al., 1975). One then obtains the values of \( T, c_0 \) and \( \epsilon \). The method used by Sergent (2002) was based on the assumption that the three velocity fluctuations were satisfying a Langevin equation. In our approach, it is preferred to neglect some terms then to suppose that

\[
\frac{du'_t}{dt} = -\frac{c_1}{2T} u'_x\left(\frac{2}{3} c_2 - 1\right) \frac{\partial u'}{\partial y} + (c_0 \epsilon)^{0.5} dW(t)
\]

with

\[
T = \frac{k}{\epsilon}, \quad c_0 = \frac{14}{15}, \quad c_1 = 1.8 \text{ and } c_2 = 0.6.
\]

2.3 **Numerical procedure for L.E.S**

The flow is assumed incompressible and Newtonian, and the density is only function of the temperature. The turbulent viscosity \( \mu_t \) is given by the standard Smagorinsky model:

\[
\mu_t = (C_s \Delta)^2 S_{ij} S_{ij}
\]

where \( S_{ij} \) is the filtered strain-rate tensor and \( \Delta \) the length scale of the filter. In the framework of a finite volume approach using hexahedral cells, one may consider \( \Delta = 2\Omega^{1/3} \), where \( \Omega \) is the volume of the cell. The Smagorinsky constant \( C_s \) is set to 0.065 (this is a common value for channel flow simulation at moderate Reynolds numbers) or computed dynamically by using a dynamic model based on Germano’s identity. Regarding near-wall modelling, a power law wall function is used and the turbulent viscosity is damped with a Van Driest damping function. More details on L.E.S. in Code_Saturne can be found in Benhamadouche and Laurence (2003) and Benhamadouche et al. (2002).

In the collocated finite volume approach used in Code_Saturne, all variables are located at the centres of gravity of the cells. The momentum equations are solved uncoupled by considering an explicit mass flux. Velocity and pressure coupling is insured by a prediction/correction method with a SIMPLEC algorithm (Ferziger and Perić, 1999). The Poisson equation is solved with a conjugate gradient method with a diagonal preconditioning. The collocated discretisation requires a Rhie and Chow (1983) interpolation in the correction step to avoid oscillatory solutions with Cartesian meshes. For L.E.S. calculations, second order schemes are used in space (fully centred scheme for the velocity components, centred scheme with a slope test for the temperature) and time (Crank-Nicolson with a linearised convection). A second order Adams-Bashforth time advancing scheme is used for the mass flow and the part of the diffusion involving the transposed velocity gradient, to keep the velocity components uncoupled. A reconstruction technique is also used to compute the gradients at the non-orthogonal faces (Archambeau et al., 2004).

3 **2D inlet plane tests**

3.1 **Channel flow Re = 395**

This section is related to the validation of the vortex method approach as implemented in Code_Saturne for the 2D inlet plane in a fully developed channel flow. This configuration was already treated by Sergent (2002). The 2D domain is a \( 2\delta \times 2\delta \) square. Analytical functions deduced from the channel flow statistics are used to scale the inlet fluctuations. As the mean profile is imposed for \( u \), the plots are only given for \( \text{rms} \) quantities.

Sergent (2002) studied the sensitivity of the method to different parameters. It was found to be stable towards time iteration and converges as the number of vortices increases.
The size of the vortices (parameter $\sigma_i$) appeared to have a non-negligible influence on the position of the peak of the fluctuations; the bigger the vortices, the further away from the wall the peak is. For the next calculation, reasonable values of $\sigma_i$ and $n$ are imposed ($\sigma_i = 0.1$ and $n = 100$).

Figure 2 shows the coherent structures in the wall region, the tangential velocity field looks like a turbulent one. Figure 3 shows 2nd order $rms$ profiles compared to DNS data from Kim et al. (1987). The same conclusion as in Sergent (2002) can be drawn from these results. The $rms$ fluctuations of the velocity components are well represented, and energy levels at the centre of the channel are in good agreement with the experiment. One can notice that the profiles of $v'$ and $w'$ are similar to the $2/3k$ profile of the DNS. This is because of the fact that the circulation of our vortices is based on the $k$ profile. One way to improve these profiles is to use, if available (if one uses a Reynolds Stress Model), $v'$ and $w'$ profiles to compute the recirculation. This has been recently tested and gives satisfactory results. The correlation $uv''$ (representative of the shear stress) is also represented. Its shape comes actually from the shape of $\partial u / \partial y$, which is imposed in the Langevin equation. It may be improved by incorporating turbulent transport processes in the Langevin equation (transporting the structures by themselves).

### Figure 2  Velocity field (vortex method, channel flow)

3.2 Pipe Flow $Re = 360$

The method has been extended to pipe flows with the appropriate modifications for wall boundary conditions, as pipes are more encountered in industrial cases. As a reference, one uses the D.N.S. simulations of Eggels et al. (1993). Figure 4 shows the ‘synthetic’ structures that, although generated in a second, have an L.E.S. ‘look’. One can notice the efficiency of our boundary conditions where the velocity vanishes perfectly. In Figure 5, the $rms$ values $v'^2$ and $w'^2$ are again well qualitatively reproduced. One can notice the same behaviour as for the channel flow case. The $uv'$ profile’s shape comes from the shape of $\partial u / \partial y$, which is imposed in the Langevin equation. The shape of $v'$ and $w'$ profiles comes from the profile of $2/3k$ on which the circulation is based.

### Figure 3  $rms$ profiles (2D channel flow)

### Figure 4  Velocity field (vortex method, pipe flow)
4 L.E.S. tests

4.1 Channel flow $Re_\tau = 395$

A proper channel flow L.E.S. with $Re_\tau = 395$ is now computed (statistics shown now correspond to the L.E.S.) using the inlet conditions generated by the vortex/Langevin method. The computational domain is $30\delta \times 2\delta \times \pi\delta$, so that the length of the domain is sufficient to study the development of the fluctuations generated by our method at the inlet. The number of nodes is $149 \times 68 \times 25$. The maximum Courant number during the simulation is 2. As can be seen in Figures 6 and 7, rms profiles have an appropriate behaviour from around $x/\delta = 12$ onwards.

4.2 Pipe flow $Re_\tau = 360$

The pipe flow is tested with $Re_\tau = 360$ D.N.S. simulations of Eggels et al. (1993). The length of computational domain is $30R$ in the streamwise direction, where $R$ is the pipe radius so that the length of the domain is sufficient to study the development of the fluctuations generated by our method at the inlet. The number of cells is around 290,000. The maximum Courant number during the simulation is 2.

Figure 8 shows rms profiles at different locations. One can observe that the results are quite satisfactory. The turbulence develops rapidly from the inlet plane and has very realistic rms profiles from $x = 10R$. Like in the channel flow test case, the fluctuations are really acceptable close to the inlet plane.

This is a promising result for industrial cases, which often use inlet boundary conditions for pipes.
4.3 Backstep flow \( Re = 5100 \)

The reference case is taken from Le and Moin (1992). The case is isothermal and the Reynolds number, based on the step height \( h \) and the mean inlet free stream velocity, is \( Re_h = 5100 \). The height of the upstream section is \( 5h \). The mesh contains 150,000 cells. The standard Smagorinsky subgrid scale model is used with a constant equal to 0.065. The statistics are now integrated over time and in the homogeneous direction of the flow (the spanwise direction). In addition to the vortex/Langevin method, a computation with a precursor L.E.S. channel flow and one with the Random Fluctuation Inflow Generation Method (RFIGM) found in Lund (1998) are performed. One can observe in Figures 9–11 (only the random calculation is represented to make the figure clearer) that the mean and \( \text{rms} \) quantity \( u'v' \) step are well predicted with the vortex method. It gives almost the same results as the one that uses the precursor calculation. The random fluctuations give an over-estimation of the recirculation region (the purely random fluctuations without any coherence in time as in the present method give a much delayed reattachment). Figure 12 gives the predicted friction coefficient compared to DNS data. One can see that both LES, with the vortex method or the precursor channel calculation, gives satisfactory results. Table 1 summarises the predicted recirculation lengths and confirms our statement.

4.4 Backstep flow with heat transfer

The case is taken from Avancha and Pletcher (2002). The step and the upstream section heights are respectively \( h \) and \( 2h \). The Reynolds number based on \( h \) and the upstream centreline velocity is 5540. The bottom wall downstream of the step is applied with a uniform wall heat flux (1 kW/m²). The Prandtl number is equal to 0.71. The molecular viscosity and the conductivity are variable and given by a power-law: \( \mu / \mu_c = (T/T_c)^\beta, \lambda / \lambda_c = (T/T_c)^\gamma \). The mesh contains only 150,000 cells. The dynamic model based on Germano’s identity has been used, in which the dynamic Smagorinsky constant is averaged in time and space (in the homogeneous direction). Figure 13 shows the streamlines obtained with the mean average velocity vector. The recirculation zone is well captured with a recirculation length equal to 6.26\( h \) (the isothermal experiment of Kasagi and Matsunaga (1995) gives 6.51\( h \), and Avancha and Pletcher (2002) calculation gives 6.1\( h \)). The secondary
recirculation is also visible. The Wall temperature is plotted in Figure 14. The same behaviour, as the one observed by Avancha and Pletcher (2002) is obtained. A peak is observed around \( x/h = 1 \) reaching 480 K. The flow is stagnant in this region, and heat transfer is mainly because of conduction phenomena. Away from this region, the temperature decreases owing to convection. Further downstream, a linear increase of the temperature is observed. This is because of the development of a thermal boundary layer after the reattachment zone.

![Figure 13: Mean-flow streamlines (backstep flow \( Re = 5 540 \))](image)

![Figure 14: Wall temperature downstream the step (backstep flow, \( Re = 5 540 \))](image)

**5 Conclusions**

The vortex/Langevin method has been implemented in EDF in-house industrial code, *Code_Saturne*. After some improvements of the method concerning the treatment of boundary conditions and some physical parameters (the diameter of the vortices and their life-time), the method has been extended to cylindrical geometries and gave very satisfactory results either in 2D or in 3D for the pipe flow. With the vortex method, the flow becomes fully developed after a certain length and gives satisfactory levels of turbulence, whereas this is not the case with any random generation method. Moreover, two back step flows, with and without heat transfer, have been tested. The results are again far better than with a random method and comparable to those obtained with the precursor channel flow L.E.S. method. The method is expected to be of much industrial interest, avoiding costly precursor simulations and data storage. Moreover, these results are encouraging for future R.A.N.S./L.E.S. coupling, i.e., that would enable a local L.E.S. embedded in a global R.A.N.S industrial simulation.
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