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ABSTRACT

Thermal buoyancy is one of the key factors thategvocal microclimate especially over terrains
encompassing natural or man-made heat or colddslarhermal effects are particularly dominant in
urban settlements in warm climate featured by prgdol summer heat waves, but also in temperate
areas notably during winter windless episodes adfgyeinversion when buoyancy acts as the only
driving force of local air movement and pollutadispersion. Eye-catching orderly patterns such as
vertically spiralling moisture columns and unduigtifog patterns observed over lakes and largesiver
at elevated surface temperature arouse public eselarch curiosity, but the understanding of the
underlying physics and identifying the effects utls events on the human comfort and local air tuali
still pose a challenge. This paper provides & beigew of the current strategies in computer dation
and modelling of buoyancy-driven microclimate pheena. The niches and limitations of the large-
eddy simulations (LES) are briefly discussed arehtthe focus is turned to the Reynolds-averaged
Navier—Stokes (RANS) methods currently prevailirggthe most rational approach for predicting
microclimate over realistic terrains and urban gaes. A time-resolved ensemble-averaged (T-RANS)
three-equation algebraic stress/flux model (ASKM-—&) with the novel buoyancy-accounting
functions for the ground boundary conditions, vaiétl in a range of generic and engineering buoyant
flows, is shown to reproduces the orderly structudeserved over a real urban terrain with a lainge r
acting as a strong localized source of heat andtor@. The model was subsequently applied to study
the river-induced seasonal variation of the tradficitted CO distribution over the same city showing
acceptable agreement with the field measuremehts péper closes with a short discussion of hybrid
T-RANS/LES approaches in which the same or otheN®4Anodel is used only in the inner boundary
layer on the ground and along the walls of urbaldimgs whereas the outer flow is entrusted to LES.

1. INTRODUCTION

Atmospheric boundary layers often display intergstiatural phenomena in forms of large-scale
self-organized flow structures of orderly shapes morphology distinct from the usually indiscermibl
chaotic meteorological air movement in their backepd. Tropical cyclones - hurricanes and tornadoes
- are the best known and most studied events bkihd because of their size, strength and devagtat
effects on the environment. However, similar thougtaker phenomena are also observed, especially
over large rivers and lakes or flat ground terrahglevated surface temperature, in form of upward
spiralling columnar structures, some topped byesorings. They become visible to observant by the
entrained dust or vapour content, hence known ast ‘devils' and ‘steam devils’. Other orderly
structures are the irregular hexagonal sheet-lieental plumes on water surfaces warmer than the
surrounding air, or undulating fog patterns obserakng large rivers, Fig. 1. Their orderliness and
specific shapes have long been arousing scientificosity. However, more importantly, these
structures are also known to influence the locaraulimate and human comfort through adverse effect
in terms of localised wind and uncomfortable ambgin velocity, temperature and humidity, as well
as local accumulation of air pollutants, thus &ffegdirectly the local environmental quality. Dehs
populated cities with heavy road traffic and otbenission sources, especially if situated in vallsith
weak natural ventilation, are prone to pollutardusculation during episodes of unfavourable weather
conditions. In such situations, the morphologyha built objects may feedback the naturally formed
orderly flow structures and further affect the logatterns of pollution dispersion.
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Figure 1: Winter seen of thever Yenisei in Krasnoyarsk, Russlaeft: Morning mist with irregular honeycomb
cellular patterns of sheet-like surface plumes sy A. Gavrilov, November 201Right: awavy fog pattern
and upward spiralling vapour column (‘steam defdé@urtesy of V. Raskalov (high resolution photos ar
available atttp://raskalov-vit.livejournal.com/122977.htrhl)

The quest for better control and managemertirofuality in urban environment has brought the
buoyancy-driven microclimate processes into theidoaf the environmental research. Because of the
physical complexity of the phenomena - intrinsicsteadiness, large spatial scales, dominant self-
organisation of specific flow structures, and ogheomputer simulations complemented by systematic
field measurements are seen as the most viableothéthprovide the range of necessary information.
However, the proper numerical modelling and siniotet of spatial and temporal evolutions of flow,
temperature and concentration fields in complexsttale environment is a challenging task (Briger
Hanna [1], Hanjati & Kenjere$ [2]) which, can be accomplished byati#nt simulation and modelling
approaches.

All the phenomena mentioned could, in pringjfdle captured by direct and large-eddy simulations
(DNS, LES). However, very high Rayleigh (Ra) numb@(10'"-10°°), encountered in the lower
atmosphere make it almost impossible to resdluectly the full turbulence spectrum with affordable
numerical mesh. The main challenge is the resolefnthe very thin hydrodynamic and especially the
thermal boundary layga distance from the ground to the peak wind \iBland to the base of the
mixed layer, respectivelywhich thicknesses decrease rapidly with an irseréa the Ra number,
roughly asSe /H o« Ra*® and&n/H o« Ra™®, resulting e.g. forRa= 10" in §r/H ~ 10° and&e /H
~ 105 Fig 2 The LES have been reported to predict the atmogpbeundary layers in usually
simplified configurations, but at the expense ofitacomputational efforts using meshes vati0’-
10°) cells (e.g. Nikanishi et al. [3], Rausch & Frankg, Kenjere$ & Hanjali [5]). Moreover,
complexity of the ground surface, diverse naturaboaphy and man-made objects of versatile shapes
and arrangement require sophisticated body-fittederical grid and long-time integration over askea
several periods of the natural diurnal or otherabt@ristic cycles. This generates enormous anafunt
data, the processing of which may require as moh &nd efforts as the computations. As remarked
by Ehrenman [6] ‘Having terabytes of data at owpdsal greatly increases the chances that you will
find the answer to even the toughest questionsyeufdon’'t mind searching for a needle in a giant
digital haystack’.

Thus, for real-scales and configurations entened in the environment, especially in urban amii
the RANS modelling remains still the most viablgmagach, but the choice of the appropriate RANS
model among many options is still an issue. Mogiuter RANS models use uncritically the linear eddy
viscosity/diffusivity models (EVM/EDM) which haveesous limitations when applied to thermal
convection. Among other shortcomings, such mod&lslly do not account for the buoyancy effects in
EVM for the turbulent stress relating it directtythe mean-rate of strain. Moreover, the simpleligra
diffusion hypothesis (SGDH) relates the turbulea&thflux directly to the aligned mean temperature
gradient, which in buoyancy-driven flows is inapptiate A case in point is a mixed layer in unstably
stratified flow heated from below where intense imgxcreates uniform temperature above the wall-
adjacent layer, thus invalidating the common SGBlimbdel the dominant vertical heat flux.
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Figure 2: Left: Thicknesses of the hydrodynamic and thermal baynidgers.Right: Nu-Ra correlation for
high Ra numbers. Symbols and dashed lines: expetin&quare symbols (left) and full lines: DNS and
TRANS. Both figures indicates a change of the reggnRa~1t. From Kenjere$ & Hanjali[10]

2.  THE ‘T-RANS’ MODEL FOR HIGH Ra THERMAL CONVECTION

A way to decouple heat flux from the tempearagradient is to use an algebraic flux modeliokth
by truncation of the parent RANS differential egomtfor the turbulent heat flux while retaining all
source terms, thus including the exact buoyaney tantaining the temperature variance, and to solve
a modelled transport equation for this variableother important aspect is timeodeof solving the
RANS equations. As already noted, buoyancy-driiewd are featured by inherent unsteadiness,
energy non-equilibrium, counter-gradient diffusitatk of universal scaling, all associated witfidit
large-scale coherent flow structures acting asihgr carriers of momentum and heat, but commonly
regarded as intractable to steady RANS approactveMer, treating the model equations as ensemble-
averaged and solving in time (T-RANSwith the RANS modelling accounting for the ‘sullst,
stochastic motion (akin to LES practice), was ptbeapable of reproducing the essentials of flow and
heat transfer in a number of generic and real-scaidigurations, KenjereS & Hanjéli[7,8]. The
ensemble-averaged equations for momentum, enemd\s@ecies, denoted by <>, are solved in the
framework of a triple decomposition in which thestamtaneous variable is split into a long-time-

averaged, quasi-periodic (coherent) and stochistimiation i.e .d(x,t)=®(x)+g°(x, )+ @5(X, 1)
so that theeffectiveturbulent second moments are obtained as the $iine @eterministic (resolved,
“apparent”) stress/flux and the modelled turbuleri® - ®P = g°° + g3y °.

The equations were closed with 3-equation algeR&NS model (ASFM——82) providing the
turbulent stress, heat and mass fluxes for thesoived (“subscale”) stochastic motion [7,8],
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! The T-RANS label implying Time-resolved (or Tripiecomposition) RANS was introduced by Kenjere$ and
Hanjali¢ [7] to distinguish this approach from the common unsteRANS (URANS) applied to flows that are
unsteady in the mean with timescale much longer that for the turbulence.
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Equations (2) to (4) are closed by solving thedpamt equations for the turbulence kinetic ené;kgy
its dissipation ratés) and the temperature varianeée?z).

For complex real-scale flows, Eq (2) can be singadito an EVM form with the buoyancy accounted
through the flux Richardson numbé®, = -G /P, (Apsley & Castro [11]).
<uiuj > :3(k>5” -y, (1- R ) 2$ whereR, =9 :—,Bg—<6?vv>
3 7. (uwp(@(U)/02
whereu andw denote fluctuating velocities in the horizorntaéhnd verticalz directions respectively.
Note that the above simplifications are derived-dtainingonly the vertical heat qu>(9um > =~ (6w)

and the horizontal she&; =a(u)/az, and setting the prefactor of €jual to unity.

The ability of T-RANS to handle very high,Rar beyond the present reach of LES is illustiéte
Fig. 2 showing the Nusselt number obtained for Rar@aching 18. At much lower Ra numbers the
T-RANS results agree well with the available expemts and DNS data both for air (Pr=0.71) and for
mercury (Pr=0.025) replicating the accepted depereleof Nusselt number on Ra, NI Ra”.
Moreover, the T-RANS results indicate a changeh regime at Rel0™ for Pr =0(1) (apparently

associated with the laminar to turbulent transitiothe hydrodynamic wall boundary layer), andeatr
towards Kraichnan’'s (1962) “ultimate” turbulencatstcharacterized by the asymptotic solutionCNu
Ra’? for Ra approaching infinity. The T-RANS computbitknesses of the hydrodynamic and thermal
wall boundary layer, shown in Fig. 2 (left), notyagree well with several experimental and DN&dat
for lower Ra numbers but also, Fig. 2 (right), shateepening slope of the Nu dependency from Ra
=10", arguably supporting Kraichnan’s proposal.

Further quantitative validations are provide#ig. 3, which compares the T-RANS computed mean
temperature with experiments and LES for R&=110'° (left) and the breakdown between the resolved
and stochastic (modelled) contributions to theiwarheat flux for a Ra=£@right). The total turbulent
heat flux thus computed agrees well with the LE® @so with a hybrid RANS/LES approach.
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Figure 3: Validation of T-RANS WIN against DNS and LES imfReigh-Bénard convectioheft long-term

averaged fluid temperature at various Ra numlitight vertical turbulent heat flux (modelled, resolhaatt
total: for a range of Ra numbers. From KenjereSaajdlic [5,7].



As shown below, the T-RANS has also been amargualitatively by its ability to reproduce orlyer
organised phenomena observed in the nature. Higcoenpares the hexagonal cell pattern of the sheet-
like thermal plumes (or their remnants) on a frozeater surface with a T-RANS simulations of
Rayleigh-Bénard (R-B) convection in an open-sidendim 44x1 at Ra=18 showing a remarkable
gualitative similarity with observations despiteingsa coarse grid of &B82x72 cells, admittedly
clustered close to the wall. Such patterns are wepifoduced by LES and DNS on much finer grids
capturing, as expected, also much finer structtirasare inaccessible to T-RANS on coarse meshes.
However, the similarity of the organised structuegsl the successful reproduction of the Nu-Ra
correlation by T-RANS (Fig. 2) confirms that smiitbulence structures have little effects on thi bu
flow properties and heat transfer.

X
9 6
TRANS, Ra=10, z/H=0.005, Grid:0.510 .

Figure 4: Irregular honeycomb cells of sheet-like plumeastleir remnants) in the natu¢eft) and their T-
RANS simulations in R-B convectidright). From[9].

2.1 Buoyancy-accounting ground/wall boundary conditios

Forreal scale environmental situations, especiallly tdrrains with urban and natural canopies,
resolving the thin thermal and hydrodynamic growadlfadjacent layers (Figs. 2 and 3) with a
sufficiently fine grid is not a viable option. dtead, the ground/wall boundary conditions haee rage
been handled bthe wall-functions (WF) approach practiced in tbenputations of engineering flows.
However, the standard WF do not account for buoyaec any non-equilibrium effects. Hangand
Hrebtov [12] proposed a generalised wall-funaiormulation (GWF) of the boundary conditions for
all mean and turbulence variables at the groundeadit grid nodes, well outside the molecular layer,
suitable for high Ra numbers buoyancy dominateddldrhe validation of the GWF with the algebraic
stress/flux model (ASFM-c—8?) in the Rayleigh-Bénard (R-B) and penetrativevection of a mixed
layer heated from below using one-dimensional &melet dimensional grids of different density with
100 and only 20 nodes in the vertical directiohsyged good agreements with the reference DNS/LES
and experimental data even when using very coaige g

Figure 5 compares the mean temperature, verticallient heat-flux and time growth of the mixed
later after the onset of heating for selected ngsimegood compliance with the experiments. The
approach is deemed functional for simulations ofaspheric boundary layers and pollutant transport
over realistic complex hilly terrain with heat istés, urban and natural canopies, for diurnal cydes
subjected to other time and space variations ingtaonditions and stratification.
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Figure 5 Penetrative mixed layer heated from belbeft: Short-time filtered ensemble-averaged T-RANS
solutions for a fine and coarse megbp) and plane projections of velocity vectors supedsga on the
coloured contours of the vertical velocity, foresgkbd lapse times and domafhsttom) Right: Time evolution

of the mixed-layer height (location of the maximaegative heat flux). From Hanjél& Hrebtov,[12].

3.  WINTER DIURNAL CONVECTION OVER REAL URBAN TERRAINS

3.1 City of Krasnoyarsk, Russia, with non-freezingiver Yenisey

To illustrate the potential of the T-RANS+®Fapproach for simulating real-life microclimate,
we present briefly two cases of windless diurnalles in a weakly stratified atmospheric boundary
layer over real urban orography topped by thermegéiision. The first case mimics the real winter
environment of the city of Krasnoyarsk in Russiaevehthe non-freezing river Yenisei (downstream
from a hydropower water reservoir) acts as a theama moisture source. The river width is closé to
km at its widest part, comparable with the invarsteight. In such situations some rare natural
microclimate phenomena have been observed, fegtainundulating fog pattern along the river
accompanied by scattered spiralling columnar atrest (‘steam devils’) topped by vortex rings. An
idealized full diurnal cycle was simulated over@raiin of 32 km x 17 km x 2 km meshed with a
322x172%102 grid (Hrebtov & Hanjal[13]).

A realistic ground topography was generatethfthe Geographic Information System (GIS) data,
Fig. 6 left. To account for the running river sweaa precursor simulation was conducted on a2 fi
mesh to compute the free-surface water velocitgduas the boundary conditions. The on-site
temperature measurements at 2m above the grounaddareather stations showed the strength of the
heat-island effect of abouf@ at its peak on windless days in winter. The spalistribution of the
ground temperature was estimated from the diurgelecof human activity and traffic intensity,
accounting for building density and the main indatfacilities. The resulting normalised distribn
was used to estimate the urban heat-island temyerdiig. 6 right.

The reference potential temperature was gpddiiom precursor simulations of the evolutioritoe#
mixed layer over uniformly heated ground into abbtastratified environment with a lapse rate of
4°C/km until it reached the targeted inversion basa height of 1 km. The temperature above the
inversion layer (at 1.6 km) was assumed to B€-3A generic, uniform, sinusoidal, diurnal temgera
cycle (marginally different from the measured owe} set for the ground ranging from —6°C to —4°C.
In the city area a heat-island temperature vanatias added with amplitude of 2°C. The coldest {poin
in the diurnal cycle corresponds to 06:00 and thenvest to 18:00. The temperature of the river water



was assumed equal to 0 °C. The ground and thewigee treated as rough surfaces defined in terms
of the equivalent roughness for the city centre,dhrrounding scarcely populated area, and the rive

Nov 11,2015

Domain: 3x%17x2 km; Ground roughness: 3 zones.
Grid: 322x172x102 (~5.6 ml cells)

Figure 6 Left: GIS view of KrasnoyarskRight: Measuredground temperature diurnal variations at two
stations(top). Ground heat flux at nogmiddle)and midnight{bottom) From Hrebtov & Hanjadi, [13])

Due to strong variation of the ground coiodis over the surface and in time, the local apprties
vary much from one location to another. With thegm#ic boundary conditions, evaluating the resolved
properties requires first to compute the diurnagghaveraged values at a point over a number fsgyc
an option that in atmospheric flows is neither ficat nor realistic.Still, an estimate of the phase-
averaged (“mean”) and the resolved properties eanhtained from spatial averaging over a limited
area around the point considered by assuming hamrabgeneity in the horizontal planes. Figure 7 give
an impression of the local distribution of the meamperature and vertical heat flux at selectedtlons
(including the river) for three characteristic phasstants, averaged over a local 1 kmx1 km area.

Figure 7. Temperature (a) and heat flux (b) profiles intégglaover a local A1 km area at the three
characteristic diurnal phases (noon, sunset andigtit), [13]

The strong heat transfer from the river thioug the whole diurnal cycle creates the main pkime
over the river that govern the air movement overlinole area. During the night phase the river is
virtually the only source of heat and the air moti® most intense around the river. Over that perio



(Fig. 8, left) the largest convective structurepear in the form of a pair of long, counter-rotgtin
convective rolls with axes aligned with the rivespecially evident in the straightest section efriter.
Moreover, a number of concentrated vortices andexorings are clearly visible along the river,
superimposed on the two main river-parallel rdis enough from the river (though still above titg)c

the air is stagnant. In the morning the solar iaoh and the increasing human activity begin eath
the nearby ground generating convective motionth&sheating progresses these rolls grow and begin
to interact, intensifying the vertical heat tramsiad reinforcing the creation of new plumes. Tha-n
uniform ground heat flux and the warming of theadiove within the ground layer creates a horizontal
temperature gradient towards the river, which mtts with the gravitational vector acting as a
baroclinic source of vorticity[1(8T)xg, with its axes normal tdT . In turn, this generates air

movement in the direction of the gradient, entraining air fteersuburbs toward the river and then into
the plume rising above the warm water surface. The invetai@r acts as a barrier to the vertical
motion, turning the flow and inducing horizontal spreading of themair away from the river at higher
altitudes, thus creating a horizontal circulation to and dveay the river, as shown by velocity vectors
on planes normal to the river in Fig. 9.

The horizontal temperature gradient and the flow tdsvand away from the river interacting with
shear and buoyancy can also be linked with the horizontal, coureingatoll pairs normal to the river
over the city terrain. These are especially evident & peating (Fig. 8, right), though disappearing at
night (Fig. 8, left). The width of the lineal vortex paisdargest around and above the river, but their
diameter, vorticity and identity reduce with distance ftbmheat source (the river); hence their specific
‘trumpet’ or ‘carrot’ like shapes, with roots pointing outddrom the river. The pattern is well reflected
in the temperature and humidity distributions, especiallpvatdlevations, as shown in Fi@

The interaction of distinct large-scale vortex systessults in interesting phenomena such as wavy
pattern of moisture plumes over the river and a chain ofisg/irolumns topped by toroidal rings along
the river, Fig. 10. A bird’s-eye view of the vortex stiuret over the terrain at two different times in the
diurnal cycle shown in Fig.8 reveals such concentrated skviictex columns as well as vortex rings
superimposed on the two main river-parallel rolls in the horizqiaale at higher elevations. This is in
particular visible at peak cooling when the river-normal ‘trethportices are absent, Fig. 8 left.

Figure 8. Vortical structure at extreme phases visualizethiey criterion, coloured by helicity« u), [13].

The concentrated vertical vortex columns, believed theprecursors of the swirling ‘steam devils’,
[4] are initiated by the interaction of some of the opposing rieemal longitudinal rolls over the river
surface, creating another distinct vortex system in the forrorafentrated vertically-oriented counter-
rotating vortices on and around the river. The toroidal rings on theftepirling columns, however,
seem to be created by a roll-up instability in the verSbalar layers around the edge and near the top
of the columnar plume beneath the inversion layer. Presumntlbkly are also affected by shear at the
moving water surface, which seems to be the prevailing amégin during the night when the river
plume is weak. As illustrated in Fig 10 (right), the T-RAB8nputation reported in [13] reproduced
the overall shape and swirling pattern of the columnar stestuwlosely resembling their natural
appearance, Fig. 10.
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Figure 9 Horizontal velocity vector projections with termpure(left) and water vapour concentratifight)
in selected river-normal vertical cross-sectiond &0 LT. Note the river and local terrain at thattom
coloured with the same colour bars, [13].
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Figure 10Left: Vertical vorticity at 20 m altitude along the riv&ight: Observedtop) and computebottom)
spiralling columnar structures at 12.00 hitps://youtu.be/hWOP3u_m9x(13].

We close this section with a short discussion of possibleorslanate impacts on pollution in the
urban environment. A case in point is the seasonal variatioarbon monoxide (CO) levels in winter
and summer observed at different locations around the City afnKyarsk despite a fairly similar
emission from road traffic throughout the year. The T-RANSukitions reported by Hrebtov and
Hanjalic [14] captured reasonably well the major recorded differenc€Oirconcentrations between
winter and summer conditions, indicating that the oigin ofath@maly can be attributed to a different
role of the river on the local microclimate, acting ad kearce or heat sink depending on the season.
The instantaneous snapshots of volume rendering of the COntxatimen at 18:00 in Fig. 10 (top) give
an impression of a typical late afternoon pollutant dispareier the city in summer (left) and winter
(right). The grey-scales in the two figures ranging fromtralhsparency for zero concentration to full
opacity for its maximum, differ in absolute values but they bthw the maximum concentration in
the same central downtown region, though with a markedly differstnitxditions.

Systematic validations of computer simulation of real-scéi@ospheric processes are usually
limited due to the scarcity of reference data. Howeweseraged ground-level measurements are
available at particular points of the city of Krasnoyarsk thatsthe difference between the summer
and winter pollutant concentration distribution (Mikhailuta a{15]). To provide at least some
quantitative justification, Fig. 11 (bottom) shows a comparisibthe measured [15]) and computed
daily averaged CO concentration in summer and winter at a mwhlmeations scattered over the city
area (Fig. 1 in [14]). In Fig. 11, the measuring stationssargienced (from left to right) to show a
monotonic increase in the measured concentration (apartheiast two locations), and thus to provide



an impression of the CO variation over the city. Despiteespated differences in the absolute values
of the measured and simulated data, the agreement can be eahaisleatisfactory.
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Figure 11. Seasonal variation of traffic-emitted CO distrilomtiover KrasnoyarskTop. Instantaneous CO
concentration at 1800 LT in the summer (left) ardter (right).Bottom:measured and simulated CO at 10 m
altitude (averaged over a day) at various locatiorke city). Blue: winter; orange: summer. [14].

The computational data show the same trend as theureezents, both for winter and summer,
qualitatively exposing the difference between the two sea3dresmaximum seasonal differences in
the mean CO concentration were observed at points 4, 7, 9 and £dlldcse to the river banks where
as expected, the change in the air circulation patterreketthe summer and winter is strongest. The
simulated seasonal differences in the absolute concentregioes for the mentioned points are
markedly similar to the measurements. This leads to theusionlthat the river thermal effect (acting
as a heat island) is indeed strong enough to be the prime afabhseobserved seasonal variation.

Despite some differences in the absolute valuesQo€@icentration at some locations, in view of
some unavoidable ambivalence in the input data and boundary condisioved| as some uncertainties
in the measurements, the considered example confirms thgtpghedaT-RANS modelling approach

can serve as an acceptable tool for providing insight inteffieets of microclimate on the pollution
dispersion.

3. 2 The valley and downtown of Sarajevo

In the case of Krasnoyarsk discussed above with the focus oolétend effects of a large river acting
as a localised heat island, the urban structures were atgdrexplicitly but their effects were modelled
by areal representations of the equivalent surface roughnesgraund temperature. A different
challenge is encountered if one considers the real urbarhology with a realistic replica of a variety
of building shapes and arrangements, their thermal propentidsemt exchange with the environment,
which may require specific upgrades of the turbulence model sirtheation approach itself. To give
a flavour of such a challenge, we present some excerpisiofations of a diurnal cycle in the valley



and city of Sarajevo during winter windless- and mild-esteind episodes capped by inversion with
the same T-RANS model. Two subcases are consideredafirgsoscale domain of 18.5x12.5x3 km,
meshed with 4.6 mill cells, encompassing the whole vall¢l thie surrounding slopes in which the
building structures were modelled as a surface of equivalaghness with a sinusoidal time- and area
distribution of the surface temperature, corresponding to Reaid.210"". A view of the valley with
thermal plumes coloured by vertical velocity at noon is shovigri2 left (Kenjeres et al. [16]).

In the second subcase, considered was a segment oifiiwn of 1.75x0.75x0.2 km replicating
from the GIS data the real shapes and arrangement of @t langdings and high-rise towers. The
domain was discretized with a non-uniform buildings-resgvhesh (down to 3.5m) with 614x322x52
=10.3 mil cells, clustered around the emission sources and withdsigh buildings density where air
velocity is expected to be low and thus prone to trapping ggicegating the pollutants. Starting with
a stably stratified linear reference vertical tempegatlistribution with a lapse rate of 4 K/km, the
domain was subjected to the same diurnal variation of the groundbuitdings outside walls
temperature as in the previous subcase, now complementea mitth easterly wind of.5 m/s.

An impression of the early winter morning pictureagfflow and pollutant concentration in the
downtown is given in Fig. 12 right illustrating the extent ofigiation-provided details of spatial and
temporal evolution of flow and scalar fields over the ditys noted that, at least at zero or low wind,
the air flow field is highly sensitive to the thermal buoyarstygwing notable modifications soon after
the onset of ground heating even by a fraction of degree abosertoeinding ambient.

¥[km)

Figure 12 Left: Thermal plumes at noon in Sarajevo Valley, coldrgdertical velocity Right: Early morning
(8:00 hr) in the downtown during winter thermal émsion and mild easterly wind - pollutant concatitm
represented by semi-translucent fog. Blue, pumpteldack streamlines deflections from the wind clien due
to buildings and heat island. From Kenjeres ajtl#]

4. CONCLUDING REMARKS AND OUTLOOK

Just as in general CFD, two mainstream strategiegibievthe computation of geophysical flows:
the (U)RANS and LES, with surprisingly few Hybrid methoflsany. Unlike in engineering and
industry, the LES seems to have been the preferred option dheoggophysics community, especially
in atmospheric sciences (“Turbulence models cannot serveragliative tool” (?), Wyngaardl992.
But most publications on LES deal with atmospheric boundarydgpd3L) over flat terrains in micro-
and mesoscale domaing(10-100) km, using very fine meshes with®10° cells with the Monin-

Obukhov scaling for the ground conditions. However, the increasiegesttin real orography, natural
and urban (built) canopies requiring boundary-fitted clustered meahfsniidable computational
burden on LES), has been reviving attention to the more praatidabconomical URANS approach
that offers more flexibility, especially when the mitigat of air pollution is in focus.



The here presented time-resolved ensemble-averaged{B)Riree-equation algebraic stress/flux
(ASFM k——&) and similar models with the novel buoyancy-accounting functionghie ground
boundary conditions, is seen, at least at present, asearatmmnal option to LES. The model is shown
capable of reproducing some real microclimate phenomena govbynéarge-scale orderly flow
structures in accord with observations in the nature. Togethbrseme (admittedly limited) field
measurements, the results provide sufficient confidencédnmtodel predictive capability for the
microclimate dynamics including pollutant dispersion in realr®@nmental situations with the authentic
terrain complexity and the meteorological conditions.

For the application to real urban morphology encompassindjrigs of a variety of shapes and
arrangement, a blending of the present or similar RANS mwitlelLES in a hybrid mode, currently
under investigation, is seen as the next step forward in imgrdke T-RANS approach for modelling
real complex urban environment.

And, as a final remark, we note that the here presentedhdim@dind conclusions apply equally to
engineering and industrial flows in complex settings driven or affelosy thermal buoyancy (natural
and mixed convection) at high Rayleigh numbers.
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