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ABSTRACT

In the context of the prediction of convective heat transfers in turbulent fluids, a novel methodology
for the featured-based mesh adaptation of unstructured grids is proposed. This approach, which relies on
Large-Eddy Simulation (LES), proposes to refine and coarsen cells according to the local dissipation of
the overall kinetic energy [1]. This adaptation criterion is supplemented with a set of user-defined con-
straints such as the minimum and maximum cell size, the metric gradient, the final number of elements in
the adapted grid [2] and importantly, the non-dimensional wall unit y+ on boundaries where heat transfer
occurs. The statistical convergence of the dissipation of the kinetic energy is assessed thanks to a time
series analysis at several probe locations. The methodology is validated for a row of multiple jets imping-
ing on a flat surface at a Reynolds number Re = 23 000 and a nozzle to plate distance H/D = 5 [3]. The
proposed adaptation strategy is general and has been designed to be applied to any complex aerothermal
industrial configuration.

1 INTRODUCTION

Jet impingement is widely used in industrial applications to locally increase heat exchange. Its design
is crucial so that components operating in extreme conditions can withstand high thermal loads. In
impinging configurations, heat transfer is driven by the interactions of large and small eddies with the
exchanging surfaces, which need to be properly resolved or modeled to predict global performances.
For the past decades, Reynolds Averaged Navier-Stokes (RANS) simulations have tried to predict the
aerothermal response in these configurations, but the presence of two different flow regions before and
after impingement has often led to inaccurate results [4]. Large-Eddy Simulation (LES) has become a
valuable tool for the simulation of turbulent and unsteady flows. This numerical method is based on a
scale separation obtained by filtering the Navier-Stokes equations: the large scales are solved explicitly
while the smallest ones are modelled. The cutoff wave number has to be in the inertial range to guarantee
that the role of modeled scales is limited to diffusing the resolved scales through sub-grid turbulent
transport. In most LES solvers, the filtering is implicit and directly linked to the local cell size. Thus, the
mesh resolution has a major impact on the solution quality: a fine grid must be used in regions with high
turbulent intensity. A considerable amount of time is often spent by users in the design of a suitable, yet
user-dependent mesh.
Recent developments in mesh adaptation have allowed to target specific features to improve results [2, 1,
5]. In the present paper, a methodology for the feature-based mesh adaptation based on the dissipation
of the kinetic energy (KE) combined with specific near-wall refinement is presented. A row of three
jets impinging on a flat surface at a nozzle-to-plate distance H/D = 5 and a Reynolds number Re =
23 000 [3] is considered for validation. In the first section, the methodology for the mesh adaptation is
presented. Then, the row of impinging jets is studied under two configurations, namely confined and
unconfined flow conditions. Results obtained with the present approach are compared with the available
experimental data [3].
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2 ADAPTATION METHODOLOGY

In this section, the quantity of interest for mesh adaptation is presented. The mesh adaptation proce-
dure is then exposed, with a particular emphasis on the assessment of the time convergence of quantities
of interest.

2.1 Mesh adaptation criteria

In Benard et al. [2], two criteria for mesh adaptation are presented: the first one, called Qc1, aimed
at decreasing the interpolation error thanks to a Hessian-based error estimator and the second one, called
Qc2 or Pope’s criterion, ensured the resolution of a least 80% of the total turbulent-kinetic energy (TKE)
spectrum [6] in order to guarantee that the LES cutoff scale is in the inertial range of the TKE spectrum.
Recently, Daviller et.al [1] proposed a method for the mesh adaptation of swirl flows based on the overall
dissipation of the kinetic energy. Indeed, the so-called LIKE criterion allows to refine complex geome-
tries to match the correct pressure loss, such as in an injector [1]. In this formulation, no control of the
final cell count is presented. Hence, the proposed methodology can lead to very large meshes that are
not compatible with the user’s computational resources. It is therefore proposed to extend the work of
Benard et al. [2] with a new mesh adaptation criterion Qc3:

Qc3 = ∆
2 2(ν+νt)Si j Si j . (1)

Here ∆ and Si j account for the local cell size and the symmetric part of the strain tensor based on the
filtered velocity, respectively. Therefore the quantity Qc3 represents the overall dissipation of the kinetic
energy (KE) weighted by the square of the local cell size. This latter allows to compute a local refinement
ratio τQC3 and to impose constraints on the final grid as for Qc1 and Qc2 [2].
To improve aerothermal results in the near wall region, an additional criterion is also considered. The
resolution of the near-wall boundary layer can be assessed by the non-dimensional cell size given in wall
units y+ = uτ∆

ν
, where uτ represents the friction velocity. The friction velocity depends on the velocity

gradient at the wall and is therefore hard to estimate on coarse grids. This problem is circumvented in
Grenouilloux et al. [7], where an analytical wall law (WL) is used to avoid computing the wall velocity
gradient. This method relies on the use of the local product u+y+, which is equivalent to a Reynolds
number based on the cell size at the wall and the tangential velocity at this distance, to compute an
accurate value of y+WL. Here, the considered analytical wall-law profile is the one of Duprat et al. [8]. An
accurate estimation of the near-wall refinement ratio τy+ is then deduced from y+WL and from the target
value.

2.2 Statistical convergence

Assessing the convergence of a statistical estimator for a stochastic variable, especially in highly
turbulent regions, is not straightforward. However, building an adapted mesh on data which is not sta-
tistically converged can lead to erroneous cell size and refinement ratio. Therefore, a method based on
the work of [9] is developed in the present study to guarantee a given level of convergence for the time
average and the root mean square (RMS) of Qc3 in regions of interest. This method relies on a set of
probes located in the most relevant regions which sample the instantaneous values of Qc3(t) at every
iteration. During the simulation, the sampled time series is then subdivided into disjoint intervals by a
binary tree procedure [10]. The statistical estimators are then computed on every independent interval
and compared with each others. When the variation of an estimator on the coarsest levels falls below a
given threshold, the associated quantity (average or RMS) is supposed to be statistically converged. The
global convergence is thus reached only when all the probes are converged.



2.3 Mesh adaptation algorithm

The iterative mesh convergence process consists of a succession of simulations for statistical conver-
gence and a series of mesh adaptation steps. The simulation is continued until the statistical convergence
of Qc3 (both average and RMS) is achieved, as explained in section 2.2. Then, a refinement ratio τQC3
based on the time average of the dissipation of the kinetic energy ⟨Qc3⟩t is computed. A series of con-
straints are then applied to τQC3 in order to respect a set of user-defined parameters, such as a minimal
hmin and maximal hmax cell size, a metric gradient hgrad to ensure the correct transition from coarse to
fine cells, and a targeted number of elements on the adapted grid Nelem,target [2]. On top of that, a char-
acteristic near wall refinement τy+ based on the equivalent non-dimensional wall unit y+WL is applied on
the impinging plate to impose a minimal value of y+ as described in section 2.1. The process is repeated
until the adapted grid respects all the user-defined constraints.

3 VALIDATION TEST CASE: ROW OF IMPINGING JETS

The iterative process for mesh convergence presented in section 2.3 is applied to a row of impinging
jets in two configurations, namely confined and unconfined [3]. First, the test case and the numerical
set-up are recalled. Then, the mesh obtained with the procedure introduced in section 2 is presented and
compared with the initial grid. Finally, an overview of the heat-transfer data is given for the unconfined
case.

3.1 Geometry and numerical set-up

A row of three jets impinging on a flat surface at a Reynolds number Re = 23 000 and a nozzle
to plate distance H/D = 5 is considered. As depicted by Fig. 1, the numerical domain consists of a
27D×36D×5D box, with three cylindrical inlets of diameter D as described in [3] .

Figure 1: Overview of the numerical domain with the normal plane to the z⃗ axis used for the data display.

The velocity profile presented in [11] is imposed on the three inlets:

U(r)
Uc

= α

(
1− 2r

D

)1/7.23

, (2)

with a centerline velocity Uc derived from the bulk velocity as Ub/Uc = 0.811+ 0.038(log(Reb)− 4).
A rescaling coefficient α is used to guarantee the correct velocity flowrate across every inlet. To trigger
the development of the turbulence inside the pipe, homogeneous isotropic turbulence (HIT) based on a
Passot-Pouquet spectrum [12] is injected. The latter is parametrized by a characteristic length Le = D/3
and a turbulence intensity of T I = 5%. Two main configurations are considered for validation, namely



a confined (CO) and an unconfined cases (UNCO). In the former, the upper plate is considered as an
adiabatic no-slip wall while in the latter, the upper boundary is considered as an inlet with a constant
velocity equal to 5% of the bulk velocity. The four lateral boundaries are considered as outlets. The
WALE turbulence model [13] is used for both configurations. All the simulations are performed with the
unstructured low-Mach number code YALES2 [14] featuring parallel dynamic mesh adaptation [2] with
the MMG3D library. The time integration relies on the fourth-order accurate TFV4A scheme [15] and
the spatial discretization on a fourth-order accurate central finite-volume scheme [16].
The reduced temperature θ = (T −T∞)/(Tw −T∞) is defined from the temperature T , the temperature of
the bottom plate Tw = 330K and the freestream temperature T∞ = 300K [11]. This variable is solved with
the following equation:

∂θ

∂t
+∇ · (uθ) = ∇ · (Dθ∇ ·θ). (3)

Here Dθ represents the overall diffusivity and is therefore the sum of the molecular and turbulent diffu-
sivities. These parameters are respectively defined from the laminar Prandtl number Prair = 0.71, and the
turbulent Prandtl number Prt,air = 0.9. Following the approach of [11], Dirichlet boundary conditions
are imposed at the three jet inlets (θ = 0) and on the bottom plate (θ = 1). Regarding the upper plate, an
adiabatic condition is imposed in the confined configuration and a Dirichlet condition (θ = 0) is used in
the unconfined case.

3.2 Grid convergence

An initial mesh (MI) of 17.5M cells is used for both cases (see Fig. 2 Top). This coarse grid has a
global cell size of 2.5mm with finer cells of 1mm near walls. The mesh adaptation strategy presented in
section 2.3 is applied with the following constraints for the metric field. First, the refinement ratio τQC3
is truncated so that the maximum cell size allowed in the domain is hmax = 5mm, and the minimum cell
size allowed is hmin = 10µm. Then, to ensure a smooth transition between fine and coarse regions, the
metric gradient is limited to hgrad = 0.3, i.e. a 30% maximum increase in size for two neighbor cells.
The near wall refinement ratio τy+ is set so that y+WL ≈ 10 on the impinging plate. Finally, the targeted
number of elements for the final grid is Nelem,target = 200M.

The initial and final grid sizes for both cases are summarised in Tab. 1. An overview of the final
grid for the unconfined case (MF-UNCO) is presented in Fig. 2. The grid obtained for the confined case
is very similar to the one obtained for the unconfined case and is therefore not presented here. Note
that a tolerance of up to 5% for the final number of elements is accepted to account for the possible
interpolation errors of the metric field.

Table 1: Computation cases

Case Initial mesh (MI) Final mesh (MF)
Confined (CO) 17.5 M 191 M
Unconfined (UNCO) 17.5 M 196 M

3.3 Aerothermal results

The methodology presented above is able to successfully refine the key regions for this configura-
tion. More precisely, the quantity Qc3 is able to detect the shear layer at the nozzle exit, where Kelvin-
Helmholtz structures arise and develop. These primary and large scale structures have been reported in
the literature as the main drivers of the heat-transfer mechanism along the impinging plate [17, 11]. The
dead-flow regions are also detected as low-interest zones and the mesh is coarsened there. Moreover, the
refinement of the pipe walls ensured the correct development of turbulence before exiting the nozzle.
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Figure 2: Top: Overview of the grids. The red line separates the initial mesh (MI) from the final mesh for the
unconfined test case (MF-UNCO). Bottom-Left: Overview of the instantaneous velocity of the unconfined case
(UNCO). The red line separates the results on the initial mesh (MI) and on the final mesh (MF). Bottom-Right:
Overview of the instantaneous dimensionless temperature θ on the final grids. The red line separated the confined
case (CO) from the unconfined case (UNCO).

The confinement plate has a major impact on the temperature field, as it can be noticed in Fig. 2: it
enables the presence of strong recirculation zones that homogenize the temperature in the domain.

The heat-transfer coefficients on the impinging plate are validated against the experimental data
of Fénot et al. [3]. The Nusselt number Nu is computed from the temperature flux that is imposed
on the impinging plate to ensure the Dirichlet condition θ = 1 [18]. This latter approach ensures a
better estimation of the local heat-transfer coefficient than the direct use of the temperature gradient
∇θ, especially on the initial coarse grid (MI). The influence of turbulent structures on the instantaneous
Nusselt number can be seen in Fig. 3 (Left). A comparison between the numerical and the experimental
average Nusselt number is presented in Fig. 3 (Center). Some minor differences with experimental
results still arise on the Nusselt number distribution: a possible explanation is that the conduction inside
the impinging plate is not taken into account in the present simulation. Even not shown here, a good
agreement for the confined case (CO) on the final grid (MF) is found as well. Figure 3 (Right) shows
that the targeted value y+WL = 10 is almost reached on the final grid with 6 < y+WL < 12.

 

Figure 3: Left: Close view of the instantaneous Nusselt number Nu on the final grid for the unconfined case
(UNCO). Center: Nusselt number distribution for the central jet along the z⃗ direction. Right: y+WL distribution for
the central jet along the z⃗ direction.

4 CONCLUSION AND PERPECTIVES

A novel methodology to achieve both mesh and statistical convergence of aerothermal simulations
has been presented. Based on a the work of Benard et al. [2] and Daviller et al. [1], a new refinement



criterion Qc3 computed from the dissipation of the kinetic energy has been used to adapt the grid. This
methodology allows to control key parameters on the final grid, such as the minimum hmin and maximum
hmax cell size, a metric gradient hgrad and the final number of elements Nelem,target . A near-wall refinement
τy+ is added as a constraint to impose values of the non-dimensional wall unit y+WL based on the wall law
of Duprat et al. [8] in order to improve the prediction of heat transfer. The whole methodology is applied
to a row of jets impinging on a surface under two configurations, namely confined and unconfined. The
numerical results for both cases are in good agreement with the experimental data of Fénot et al. [3]. A
dedicated methodology, based on a binary tree decomposition of the instantaneous Qc3(t) time signal
of appropriate probes, is used to ensure the statistical convergence of the refinement criterion in capital
areas as the shear layer and the impinging region.
For future work, the present methodology will be extended to even more complex configurations and
will be coupled to anisotropic mesh refinement to improve the time-to-solution cost.
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